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1.  INTRODUCTION 

Nanomaterials possess optoelectronic properties that are high-
ly interesting both from a fundamental and technological point 
of view. Due to their new properties and size they can serve as 
tools to interface and interrogate complex chemical systems 
such as single cells or even multicellular organisms[1-3]. In this 
article we report on near infrared  uorescent nanosensors with 
a special focus on carbon nanotube-based sensors. This topic 
touches different aspects of modern physical chemistry. The 
near infrared region is highly interesting from a microscopy and 
spectroscopy point of view. Single-walled carbon nanotubes 
(SWCNTs) can be imagined as rolled-up graphene sheets and 
 uoresce in the near infrared (nIR). This rather unique property 
allows new fundamental investigations in this spectral range 
and paves the way for promising applications [4, 5].

Furthermore, understanding the mechanism of a  uorescent 
sensor requires fundamental insights into surface/polymer 
chemistry, molecular recognition, kinetics and photophysics. 
Due to their properties SWCNT-based sensors enable com-
pletely new approaches in sensing and imaging of complex 
biological systems. 

In this article we discuss new developments in this area (see 
Fig. 1). First, we will introduce basic properties of carbon nano-
tubes. After that we will summarize different functionalization 
and sensing strategies and discuss mechanistic insights into 
molecular recognition and  uorescence modulation. We will 
furthermore show how many sensors together can be used for 
spatiotemporal chemical imaging of target analytes. Finally, we 
will outline the concept of chemical imaging with  uorescent 
nanosensors and show the importance of kinetics. 

Fig. 1: Fluorescent nanosensors for sensing and chemical imaging. a) A  uorescent building block such as a near infrared  uorescent carbon nanotube is 
decorated with a (bio)polymer, which adsorbs and folds on the hydrophobic SWCNT surface and creates an organic phase (corona). In certain cases, this 
phase is able to selectively recognize target molecules and change the SWCNT’s nIR  uorescence. b) Collective imaging of many nanosensors leads to im-
ages that contain information about the local concentration of a substance. One example are sensors immobilized on a surface under a cell that is able to 
release certain molecules. The corresponding image/movie I(x,y,t, ) can be interpreted as a chemical image.

2.  CARBON NANOTUBES AS BUILDING BLOCKS FOR 
 MOLECULAR SENSORS/PROBES

2.1  SINGLE-WALLED CARBON NANOTUBES 

Among the different nanomaterials, carbon nanotubes have 
attracted a lot of interest due to their unique 1D structure and 
related properties[5-9]. In one dimension (perpendicular to their 
long axis) they appear to be similar to an organic molecule. In 
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contrast, in the other  dimension they resemble a long polymer 
or solid. As a consequence, scientists with different perspectives 
and languages such as solid state physicists and organic chem-
ists meet in this space. Carbon nanotubes occur both as multi-
walled carbon nanotubes (MWCNT) and as single-walled carbon 
nanotubes (SWCNT). SWCNTs are cylindrical tubes consisting of 
only one carbon monolayer and can be seen formally as a rolled-
up sheet of graphene (see Fig. 2a). The structure of SWCNTs is 
usually labeled with the chiral index (n,m), which describes how a 
graphene layer would be rolled-up to create a SWCNT. The chiral 
index also determines the SWCNT’s diameter and its optoelec-
tronic properties (metallic, semimetallic or semiconducting)[8].

Semiconducting SWCNTs are especially interesting for sensor 
applications. Their bandgap leads to near infrared  uorescence 
- a striking feature of semiconducting SWCNTs (Fig. 2b)[10]. The 
corresponding emission wavelength varies from approximately 
900 nm to 1700 nm and depends on the chiral index (Fig. 2c). 
SWCNTs are typically excited in the visible range (e.g. the S22 
transition at  560 nm for (6,5)-SWCNTs) to gain nIR emission 
(e.g. the S11 transition at  980 nm for (6,5)-SWCNTs). As a 
consequence, SWCNT  uorescence is characterized by a large 
Stokes-shift of more than 400 nm. The longer emission wave-
length in the nIR regime leads to less scattering and also re-
duced background due to auto uorescence (e.g. from proteins) 
in biological samples[10]. SWCNTs do also not bleach1 and 2blink, 
which renders them promising  uorophores for deep-tissue im-
aging in biomedical applications[11]. As a result, single SWCNTs 
can be observed and studied in (simple) wide- eld  uorescence 
microscopy setups and do not require total internal re ection 
 uorescence (TIRF) setups as those used for imaging of single 
organic  uorophores.

In contrast to organic  uorophores,  uorescence in SWCNTs is 
of excitonic nature as proven by 2 photon absorption experi-
ments[14]. Excitation moves an electron to the conduction band 
and leaves a hole in the valence band. This electron-hole pair (ex-
citon) can be interpreted as a quasi-particle and moves along the 
SWCNT axis until it emits a photon or takes another decay path-
way. The binding energy of these excitons is high (  400 meV) 
and its size was estimated to be on the order of 2 nm[14, 15]. Dur-
ing its life time an exciton travels around 100 nm16. This excitonic 
nature of SWCNT  uorescence is an advantage from a sensors 
point of view because an exciton explores its chemical environ-
ment when travelling/diffusing along the SWCNT axis[17, 18].

In general, quantum yields (QY) of  uorophores in the near in-
frared are smaller than those in the visible range[19]. The lower 
 uorescence QY of SWCNTs has been a drawback in the past, but 
recently bulk QY of 20 % in organic solvents and single SWCNT QY 
of 30 % in aqueous solutions have been reported[20, 21]. The QY 
depends also critically on sample preparation, which is not yet as 
evolved as for other nanomaterials. Until recently it was also be-
lieved that covalent defects always decrease the  uorescence QY 
because the exciton would dissipate the energy when it hits the 
defect. Interestingly, it is becoming more and more evident that 
certain defects cause a redshifted peak in the nIR  uorescence 
spectrum, which can dramatically increase the overall QY[22-24]. 
Therefore it is very likely that further advancements in synthesis, 
puri cation and defect engineering will lead to higher QYs[25]. 

Due to all these aforementioned properties SWCNTs have al-
ready been used as photostable and nIR- uorescent labels. 
Examples are the conjugation of SWCNTs to the therapeutic 
antibodies Rituximab and Trastuzumab for cancer cell target-
ing and nIR imaging[26]. Furthermore, they have been conjugat-
ed to other proteins as calmodulin[27] or nucleic acids for DNA 
hybridization assays and intracellular imaging[28]. Another in-
triguing example is labeling of bacteria by phage functionalized 
SWCNTs that are able to report bacterial infections in vivo[29]. 
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Fig. 2: Single-walled carbon nanotubes and their photophysical properties. a) Illustration of the imaginary “roll-up” of a carbon monolayer (graphene) to 
create a single-walled carbon nanotubes (SWCNT). b) Density of electronic states diagram of semi-conducting SWCNTs and transitions between van-Hove 
singularities that lead to chiral index (n,m) dependent absorbance and  uorescence spectra. E11 and E22 indicate electronic transitions that correspond to 
optical transitions (S 11 and S22). c). Fluorescence spectra of carbon nanotubes of different chirality (S11 region). Reproduced and modi ed with permission 
from [5], [12]  and [13].

1  The  uorophore loses its  uorescence emission irreversibly due to a 
chemical reaction.
2  The  uorescence intensity  uctuates ( uorescence intermittency).
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2.2  CARBON NANOTUBE-BASED FLUORESCENT SENSORS

As described above SWCNTs provide several desirable photo-
physical properties, which makes them highly interesting tools 
for  uorescence-based methods. All atoms of a SWCNT are 
surface atoms and therefore small perturbations could affect 
their photophysical properties such as emission wavelength 
and  uorescence intensity[30, 22].

In contrast to labeling applications, a (molecular) sensor or 
probe has two additional requirements. First, a sensor requires 
a selective interaction or binding of the target molecule (recog-
nition unit). Second, the binding event has to be translated into 
an observable signal such as a  uorescence change (signal 
transduction). The next sections present examples of different 
SWCNT-based sensors and are organized according to differ-
ent molecular recognition concepts. 

2.2.1  DIRECT DETECTION BY QUENCHING AND DETECTION 
WITH KNOWN RECOGNITION MOTIFS 

The  rst  uorescent sensors generated with SWCNTs detected 
reactive oxygen/nitrogen species (ROS/RNS) such as NO, H2O2 
or OH-radicals, which play a critical role in many cellular func-
tions including signaling and host defense[31-33]. These ROS/
RNS most likely adsorb onto the SWCNT surface and quench the 
 uorescence of SWCNTs and thereby enable quantitative moni-
toring of cellular H2O2 or NO production in real-time[5, 30, 34]. It 
was shown that SWCNT  uorescence is sensitive to single bind-
ing/reaction events and therefore suitable for single molecule 
studies[16]. 

In order to detect molecules that do not directly quench SWNCT 
 uorescence upon adsorption, more sophisticated recognition 
strategies were necessary. In general, known recognition ele-
ments can be attached to the SWCNT surface, which proved to 
be successful for antibodies, lectins and aptamers[35-37].  

This concept was successful to detect sugars on antibodies 
and disease markers[35, 36]. The advantage of this concept is 
that the intrinsic selectivity and binding strength of the recogni-
tion unit (e.g. antibody) to the target molecule are guaranteed. 
However, signal transduction can be poor because binding is 
only one necessary condition for a functional sensor. For exam-
ple, if the recognition unit is too large compared to the target 
molecule, photophysical changes are very unlikely when the 
target molecule binds. Size issues with large recognition ele-
ments such as antibodies have been limiting the use of similar 
nanowire  eld effect-based sensors[38]. In this case the Debye 
length limits sensitivity and the use of such sensors under 
physiological ion concentrations.

2.2.2  NEW RECOGNITION CONCEPTS BASED ON ORGANIC 
PHASE ENGINEERING WITH (BIO)POLYMERS 

Understanding and creating a new recognition unit for mol-
ecules is one of the great challenges in chemistry. In order to 
achieve selective interactions with their chemical environment 

SWCNTs can be modi ed covalently or non-covalently. Cova-
lent modi cations have the advantage of generating a well-
de ned and stable conjugate that can be used for demand-
ing studies – for instance as a sensor or label in a complex 
environment. They can be introduced e.g. at defect sites or 
at the nanotube’s ends via oxidation, halogenation, radical 
reactions, cycloadditions, click-chemistry or nucleophilic or 
electrophilic attacks[39-41]. While these types of modi cations 
generate de ned functional nanotubes, they are known to 
change the sp2-hybridized electronic structure of SWCNTs and 
therefore destroy/affect their excitonic  uorescence, which 
is necessary for  uorescent sensing. However, very recently 
Setaro et al. reported a novel type of covalent modi cation, 
which was shown to conserve these  uorescent properties[42]. 
This approach utilizes a new [2+1] cycloaddition, which re-
builds the -network after ring-opening and formation of a het-
eromacrocycle. Raman-peaks corresponding to sp3-defects 
did not increase but these anchors could be used for further 
functionalization such as attachment of gold-nanoparticles for 
local  eld enhancement[42]. 

Despite this recent success the predominant way to function-
alize SWCNT is still non-covalent[43-46]. SWCNTs themselves 
are not water-soluble but non-covalent modi cation or wrap-
ping with amphiphilic structures (polymers, tensides, nucleic 
acids, proteins etc.) renders them soluble, increases their col-
loidal stability and prevents aggregation. Furthermore, this 
type of modi cation does not harm the electronic structure of 
SWCNTs and thereby enables their use as a  uorescent build-
ing block. Interestingly, it was found that biopolymer function-
alized SWCNTs are sometimes able to recognize and detect 
molecules[5, 47]. This type of molecular recognition relies on 
the structural con nement of the (bio)polymer on the highly 
hydrophobic nanotube surface and folding of the (bio)polymer 
into a 3D structure that is not present in solution. These new 
structural motifs of the SWCNT-surrounding organic phase 
(corona) are responsible for molecular recognition, which was 
therefore termed Corona Phase Molecular Recognition (CoPh-
MoRe)[47, 48].

It is easy to understand that the molecular structure around 
a nanoscale object is in the end responsible for molecular 
interactions. However, it is much more dif cult to create ex-
actly the structural motifs required for a target molecule. Sur-
prisingly, this approach has been shown to be successful for 
different small molecules including ribo avin, L-thyroxine and 
estradiol[48].

This approach is also possible for biologically very important 
target molecules as shown by Kruss et al.[47]. They found that 
certain polymer-wrapped SWCNTs change their  uorescence 
in the presence of small molecules such as neurotransmit-
ters (Fig. 3a). This interesting behavior was found because 
they functionalized SWCNTs with different polymers including 
ssDNA, blockcopolymers and lipids. Interestingly, certain DNA 
sequences (polymers N1-N13 in Fig. 3b) made SWCNTs sensi-
tive to different molecules. For example, dopamine increased 
the  uorescence of single nucleic acid-wrapped SWCNTs by 
more than 400 %. Dopamine is an important neurotransmit-
ter involved in reward control and learning, and the loss of 
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dopamine-releasing cells is related to Parkinson’s disease[49]. 
Most notably, the  uorescence response depended on DNA-
sequence indicating that different sequences cause different 
sensitivity. It was also possible to show that dopamine de-
tection is reversible (see Fig. 3e). Thus, this class of sensors 
holds much promise because it enables direct visualization of 
neurotransmitters (see Fig. 3d). This  rst dopamine nanosen-
sor had a limit of detection of 11 nM, and dopamine binding 
was faster than the time resolution of the camera (< 100 ms), 
which indicates that this type of sensor could meet the speci -
cations for spatiotemporal imaging (see Fig. 1 and section 3). 
Other related molecules such as L-3,4-dihydroxyphenylalanine 
(L-DOPA) or homovanillic acid showed much smaller respons-
es than dopamine, which demonstrates a certain selectivity. 
This is an important  nding for the analytical detection of neu-
rotransmitters. While several patch-clamp and electrophysi-
ological methods exists and were recently also transferred to 
the nanoscale, they are still limited to measuring electrical pro-
cesses and potentials[2, 50]. 

This  rst generation of sensors could not distinguish between 
very similar catecholamine neurotransmitters such as dopa-
mine and epinephrine. To tackle this problem and further re-
 ne sensitivity and selectivity of those sensors Mann et al. in-
vestigated a pool of ten different oligonucleotide functionalized 

SWCNTs and evaluated their nIR  uorescence responses when 
exposed to dopamine and its homologues epinephrine and 
norepinephrine51. The authors also collected dose-response 
curves (Fig. 4a) for the three different neurotransmitters, de-
termined limits of detection and dissociation constants. This 
approach revealed the dynamic range of the sensors and how 
they differ in sensitivity especially at realistic lower analyte con-
centrations. Ultimately the results were used to visualize dopa-
mine in a competitive nIR- uorescence assay with an equimo-
lar norepinephrine background (Fig. 4b). 

A general question is how large the analyte can be to be detect-
ed and distinguished by a rather small organic phase. Bisker et 
al. addressed this question and showed that even large proteins 
such as  brinogen can be detected[52]. The authors screened a 
polymer library against several blood serum proteins and there-
by found a SWCNT-(bio)polymer sensor for  brinogen, which 
was also shown to work in serum at a physiological concentra-
tion range. The authors used end-functionalized polyethylene 
glycols conjugated to phospholipids to functionalize SWCNTs. 
Fibrinogen decreased the nIR  uorescence intensity of these 
modi ed SWCNT. Other proteins caused  uorescence changes 
as well but with smaller magnitude. This result is striking and 
opens up great possibilities for future development of nanobio-
sensors even for larger molecules.

Fig. 3: Fluorescence responses of (bio)polymer-wrapped single-walled carbon nanotube (SWCNT) to neurotransmitters. a) Schematic illustration of the con-
cept. A (bio)polymer such as DNA adsorbs onto (“wraps around”)  uorescent semiconducting SWCNT, which creates an organic phase (corona) around the 
nanotube that recognizes the analyte and affects the  uorescence spectrum of the nanotube. b) Response map of different SWCNT-(bio)polymer conjugates 
(x-axis) to different neurotransmitters (y-axis). N1-N13 are DNA/RNA-strands, PL1-PL12 are phospholipids, P1-P5 are amphiphilic polymers. Even though 
there is cross-reactivity, several promising conjugates can be identi ed by this screening c) nIR  uorescence spectrum of SWCNT-(GT) 15-ssDNA (Polymer 
N1) before and after addition of dopamine. The different emission peaks correspond to different chiralities (n,m) of SWCNTs present in this sample. d) nIR-
 uorescence microscopy images of several SWCNT-(GT)15-ssDNA sensors immobilized on a substrate before and after adding dopamine. e) Fluorescence trace 
of a single dopamine-sensitive SWCNT periodically exposed to 100 M. Adapted with permission from [47].
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Fig. 4: Selectivity and af nity of  uorescent carbon nanotube-based neurotrans-
mitter sensors. a) The most straightforward approach to change the properties 
of a SWCNT-DNA sensor for neurotransmitters such as dopamine is to change 
the DNA sequence. Here, dose-response curves for dopamine (epinephrine and 
norepinephrine not shown) show that most sequences cause a response to do-
pamine but with different sensitivities. Certain sequences (e.g. (AT)15) respond 
much less to dopamine. b) The differences are much more prominent at lower 
(realistic) analyte concentrations when most sensors are not yet saturated. Here, 
the response of SWCNT-DNA sensors to 100 nM of dopamine/epinephrine/nor-
epinephrine was quanti ed. Reproduced and modi ed with permission from[51].

2.3  INSIGHTS INTO THE MECHANISM OF MOLECULAR 
RECOGNITION AND PHOTOPHYSICS 

To elucidate the mechanism of molecular recognition in the 
organic phase around carbon nanotubes several studies were 
performed[1, 53-55]. Up to date the example discussed above (do-
pamine sensitive DNA/SWCNT complexes) is best understood. 
Apparently, the neurotransmitter dopamine has no in uence 
on the  uorescence of naked SWCNTs (Fig. 5a). In contrast, 
appropriately DNA functionalized SWCNTs show a strong nIR 
 uorescence increase, which underlines the importance of the 
surrounding organic phase[1].

In addition, Kruss et al. performed molecular dynamics (MD) 
simulations to understand binding between the neurotransmit-
ter and the DNA around the SWCNT [1]. These simulations show 
that dopamine’s two hydroxy groups play a crucial role in the 
recognition event as well as in signal transduction. They  rst 
bind to the DNA’s phosphate groups and thereby push them 
closer towards the nanotube surface (Fig. 5c). This reorganiza-
tion ultimately leads to a change in the local potential. Earlier 

it was shown that the DNA sequences showing the weakest 
sensor response to dopamine display the highest starting 
 uorescence. Together with this  nding, these MD simulations 
indicate that the movement of the DNA’s phosphate groups re-
moves exciton (pre-)quenching sites and thereby leads to  uo-
rescence increase[1]. 

In another study  uorescence responses to redox-active ana-
lytes were investigated[55]. Earlier studies had reported that re-
dox-active species affect the  uorescence of SWCNTs[56, 57]. Fur-
thermore, spectroelectrochemical studies showed that SWCNT 
absorption/ uorescence spectra depend on gate voltage[58]. 
Therefore Polo et al. tested the hypothesis that the redox-activity 
of a small molecules is responsible for  uorescence changes[55]. 
This investigation was very relevant because many small mol-
ecules such as dopamine are redox-active. Some reducing mol-
ecules, but not all of them, had the tendency to cause  uores-
cence increases (Fig. 5d). However, the polymer phase around 
the SWCNTs was the most important factor because analytes of 
the same redox potential did not show the same responses (see 
data spread at negative potentials). The  uorescence response 
was rather modulated by the organic polymer phase (Fig. 5d). 
Furthermore, it was shown that neither changes in the free 
surface area, concentration of ROS nor changes in absorption 
cross section explain the observed intensity shifts[55]. 

In summary, SWCNTs are an exciting new building block for  u-
orescent sensors. The  rst studies showed that  uorescence 
of SWCNTs is modulated by other molecules and that this mod-
ulation depends on the organic phase around the SWCNTs. 

However, there are still many aspects not completely under-
stood. First of all, molecular recognition and its relation to 
signal transduction (photophysics) requires additional experi-
mental and theoretical studies. In general, the structure and 
dynamics of the phase around nanoscale objects (nanoparti-
cles, proteins) is and remains one of the most fascinating and 
most dif cult topics in physical chemistry. 

3.  CHEMICAL IMAGING WITH NANOSENSORS 

3.1   IMAGING OF DOPAMINE RELEASE FROM CELLS 

The major advantage of optical sensors is their simple integra-
tion into sensing schemes with high spatial resolution. Single 
nanosensors allow the investigation of particular regions of in-
terest. Collective imaging of many nanosensors together even 
results in a chemical image that contains spatiotemporal infor-
mation about the analyte concentration (see Fig. 1, Fig 6a). This 
kind of information is extremely valuable for biological studies 
and was validated for dopamine sensitive SWCNT sensors by 
Kruss et al.[1]. The authors used SWCNT-(GA)15 sensors and 
densely covered a glass surface to generate a nearly homog-
enous surface and maximize signal/noise ratios. This surface 
array was then used to grow dopamine-releasing pheochromo-
cytoma cells and monitor dopamine release events (Fig. 6a,b).

PC12 cells were stimulated by high potassium levels to re-
lease dopamine and the near-infrared image was recorded 
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Fig. 5: Mechanistic insights into  uorescence modulation in carbon nanotube-based  uorescent sensors. a) Single ‘naked’ SWCNTs (without functionaliza-
tion) do not respond to dopamine (10 M) while (GT)15-ssDNA-wrapped SWCNTs increase their  uorescence when dopamine is added (b). c) Molecular Dy-
namics (MD) simulation of DNA around a nanotube (100 ns). The results indicate that phosphate groups interact with the two hydroxy groups of dopamine. 
This process changes the potential on the SWCNTs, which most likely affects exciton decay routes. d) Correlation between redox potential and  uorescence 
response shows larger  uorescence increases for reducing species. On the other side, it depends mainly on the organic phase whether the  uorescence of a 
functionalized SWCNT gets affected by a molecule and not the redox potential itself (see spread of the data points at -0.5 V). Reproduced and modi ed with 
permission from [1] and [55].

with high spatial and temporal resolution. Several frames of 
the resulting nIR-movie at different time points are shown in 
Fig. 6d. The false-color images show the  uorescence change 
(normalized to the starting intensity), which correlates with 
the dopamine concentration. Before stimulation at time point 
t0 only noise could be observed. After stimulation peaks ap-
pear and later disappear. These peaks contain information 
about the dopamine concentration at the given time-point. 
The high spatial resolution allowed the authors to study di-
rectionality of dopamine release and to identify major release 
sites of dopamine (hotspots). Interestingly, the hotspots were 
not primarily accumulated at the tips of cellular protrusions 
but occurred also in regions of negative membrane curvature. 
In addition, this technique revealed anisotropy of neurotrans-
mitter release from these cells, which is something that could 
not be measured so far with non-optical methods. The data 
presented in Fig. 6 is a big step towards chemical imaging 
with  uorescent nanosensors. In this study only the sensors/
pixels below the cell contour could be analyzed due to low 
signal/noise ratios. In the next step, it would be highly inter-
esting to collect and analyze whole images and maybe ob-
serve and quantify dopamine waves diffusing through space. 
In summary, this imaging technique provides several major 

advantages compared to existing techniques especially with 
respect to spatiotemporal resolution, sensitivity and sensor sta-
bility[1]. In the future, this approach holds very much promise 
to study and understand chemical communication in biologi-
cal systems especially in multicellular systems such as neuro-
nal circuits or bio lms. 

3.2  KINETIC REQUIREMENTS FOR CHEMICAL IMAGING 
WITH (FLUORESCENT) NANOSENSORS 

Many analytical methods are characterized by thermodynam-
ic equilibrium properties such as dissociation constants and 
limits of detection. However, if the processes of interest are 
fast (e.g. release of signaling molecules by cells), the kinetics 
become highly relevant and it is not trivial to predict the re-
sponse of a sensor. This consideration is extremely important 
to quantitatively interpret results. Additionally, rational sensor 
design requires kinetic insights to circumvent trial and error 
approaches. For example, a hypothetic sensor with extremely 
low limits of detection and exquisite selectivity for a signaling 
molecule could be useless for chemical imaging if it is too slow 
to capture fast concentration changes.
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In this context it is not useful to talk about absolute limits of 
detection because the temporal and spatial aspect is equally 
important. To elucidate, what kind of sensitivity and tempo-
ral/spatial resolution is required to image release of signal-
ing molecules, Meyer et al. developed a stochastic kinetic 
simulation that predicts the chemical image of a sensor array 
(Fig. 7a)[59]. This work is important because it conceptualizes 
chemical imaging with nanosensors and links it to rate con-
stants of sensors. Without this theoretical framework, sensor 
responses could only be interpreted in a phenomenological 
way and it remained unclear how sensor kinetics affects data 
and how an “optimal” sensor should be designed.

In their new approach, a sensor array was exposed to a concen-
tration pro le c(x,y,t). In the easiest scenario, cellular release 
(exocytosis) of a few thousand molecules (e.g. dopamine) and 
diffusion was simulated (Fig. 7b). Next, the occupation of every 
single sensor was predicted using a Gillespie-based Monte-
Carlo simulation (Fig. 7c). For that purpose, the time until a 
single analyte binds ( on) or unbinds ( off) to or from a nanosen-
sor binding site was calculated by

on = 1
c(x,y,t)kon

 ln( 1
ron

) and off = 1
koff

 ln( 1
roff

).

Fig. 6: Collective imaging of  uorescent nanosensors to resolve dopamine ef ux from cells. a) Schematic of the experiment. Dopamine-sensitive SWCNT sen-
sors were attached to a glass surface in a dense layer. Then, cells that are able to release the neurotransmitter dopamine after stimulation were cultivated 
on top. The nIR  uorescence of a sensor is therefore a local reporter of the dopamine concentration. b) Bright  eld image of a dopamine-releasing PC12 cell. 
The outline of the cell is shown in blue. c) By imaging not only one but many sensors together a chemical image can be observed to monitor the release of 
dopamine in a spatiotemporal fashion. d) The change of the nIR  uorescence in pixels around the cell shown in c (snapshots) shows different stages of dopa-
mine release. Before stimulation at t0 only noise can be detected. After stimulation, sensors respond and report about differences in dopamine concentration. 
Since the sensors are reversible and dopamine is diffusing away, the response decays with time. Adapted with permission from [1].

Here, c(x,y,t) de nes the concentration around the sensor, kon 
and koff the binding/unbinding rate constants and ron and roff 
represent random numbers between zero and one to simulate 
stochastic events[60].

Additional aspects such as the Abbe limit and the speed of the 
detection system (camera) were also taken into account and 
the response image I(x,y,t) is calculated/predicted. The simu-
lation stochastically described all un-/binding processes to 
binding sites on each sensor. Consequently, occupied binding 
sites per SWCNT during a certain time t could be calculated 
and translated into a change of sensor intensity. This relative 
intensity change I(x,y, kon, koff, t) re ects how a hypothetical 
image of the sensors would react to a concentration pro le 
c(x,y,t) (Fig. 7c). As a result, the generated image series could 
be analyzed with respect to rate constants to identify what pa-
rameters are most relevant.
 
The authors were able to show that different combinations of 
rate constants have a dramatic impact on the resulting image 
(Fig. 7d-g). High values of kon with slow unbinding rates (Fig. 7g) 
result in a static response image. The consequence is an over-
saturated image and reduced spatial information. Additionally, 
these sensors could not respond to new release events, which 
is highly relevant for biological experiments. On the other hand, 
very fast unbinding rates lead to signals close to the noise level 
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Fig. 7: a) Approach and information  ow. A sensor array of a given geometry, density, etc. is exposed to a concentration pro le c(x,y,t) such as the simulated 
release of neurotransmitters from one vesicle. Binding and unbinding on each nanosensor is simulated using a stochastic kinetic description (Monte-Carlo). 
Point spread functions of every sensor are overlayed and the image series I(x,y,t) is calculated. b) Simulated concentration pro le for release of 80000 
dopamine molecules from a single cell. c) Concentration (red) and response (black) of a single sensor close to the release point. d-g) Collective response im-
ages at different time points at t = 10 ms, t = 100 ms and t = 400 ms for different reaction rate constants kon and koff reveal the strong in uence of binding 
kinetics on the image. h) Phase diagram of the combined spatial and temporal resolution that is achievable for different rate constants. Reproduced and 
modi ed with permission from 59.

(Fig. 7d). Thus, nanosensors with appropriate responsiveness 
in the desired concentration range and the ability to detect and 

resolve consecutive events (such as those shown in Fig. 7f) 
requires tailored binding and unbinding rates. 
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By de ning measures for resolution the authors were able to 
simulate phase diagrams (for different rate constants) that al-
lowed them to predict, whether a sensor with given kinetic prop-
erties (kon, koff,) is able to resolve a certain analytical task (Fig. 
7h). In many simulated scenarios kon values of 106 M-1s-1 and 
koff values of 102 s-1 provided the best spatiotemporal resolu-
tion, which corresponds to a surprisingly weak dissociation con-
stant KD = koff/kon  100 M. These results indicate that lower 
af nity sensors (corresponding to faster off rates) are better 
suited for fast chemical imaging, a result that has to be consid-
ered in future functionalization concepts. 

This theoretical framework is very general and not limited to 
carbon nanotube-based sensors. It is useful for several rea-
sons. First, it provides insights into the mechanism and pre-
dicts resolution limits of chemical imaging with nanosensors. 
Second, it helps to identify desirable sensor properties and 
enables rational design instead of trial and error approaches. 
Third, this simulation helps to interpret experimental data 
such as those shown in Fig. 6 and might in the future allow at 
least semi quantitative concentration measurements or com-
parisons.

4.  CONCLUSION

Nanosensors such as those based on  uorescent carbon 
nanotubes are a rich playground for physical chemistry. Differ-
ent aspects of surface chemistry and photophysics have to be 
investigated by spectroscopy and microscopy to gain a mecha-
nistic picture. The unique properties of such sensors and the 
understanding of their near infrared  uorescence have already 
paved the way for new applications.

In the future, correlative methods will provide additional in-
sights. For example, the interplay between molecular interac-
tions and optoelectronic properties is still not understood and 
should be studied in greater detail. Such insights will also en-
able rational design and synthesis concepts for the organic 
(macromolecular) phase around nanoparticles and help to tai-
lor sensitivity and selectivity for different bioanalytical tasks. 
Finally, such sensors can be very useful for a broad range of 
applications ranging from spatiotemporal imaging of chemical 
communication in biological systems (systems chemistry) to 
biomedical diagnostics. 
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